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ABSTRACT 

 

The desire for unbiased journalism that 

effectively counters disinformation is 

widely recognised. News consumers are not 

only interested in news, but they also want 

unbiased journalism that cuts through 

disinformation, and they want it from 

trusted news sources. Consequently, media 

researchers need to explore ways to 

facilitate news-source identification, 

irrespective of the platform used. However, 

the availability of multimedia data sources 

has seen a remarkable surge in recent years, 

encompassing demographic data, social 

media data, geodata, and pervasive digital 

trace data. Multimedia data mining is a 

procedure of discovering stimulating trends 

via media data using video, text, and audio 

that are not generally available by simple 

enquiries and related outputs. Researchers 

face the challenge of integrating these 

diverse sources to enhance news source 

attribution in multimedia data including 

platforms like Facebook, WhatsApp and 

Instagram. The paper presents a review of 

multimedia data approaches and their 

application to news source attribution 

research. Also, the examination of the 

benefits and limitations of these techniques 

and discussion on future directions were 

mentioned. Consideration was on machine 

learning and statistical approaches to 

multimedia data, which include deep 

learning, and probabilistic modelling. 

Similarly, a discussion on the importance of 

data privacy and ethics in news source 

attribution research was stated. The 

contribution of this study is highly relevant 

for news media research groups striving to 

improve their capability to attribute sources 

in multimedia data, thereby combatting 

disinformation and amplifying trusted media 

brands. 

 

Keywords: Data mining, Multimedia, Data 

process, News source attribution, Unbiased 

journalism  

 

1. INTRODUCTION 

Transformation of news has been achieved 

considerably after so many years of 

development, on the other hand, news 

propagation has experienced remarkable 

modifications after over a thousand years of 

historic transformations [1]. Journalistic 

facts are structured for several means 

(audio, images and audio) occupied with the 

insight of efficacy and truthfulness or 

originality, and are engrossed by people 

using sensations or senses (sight, touch, 

smell and hearing) [2]. Traditional or 

http://www.ijrrjournal.com/


Ayodeji Abimbola Owonipa et.al. Multimedia data mining and processing for news source attribution 

 

                                      International Journal of Research and Review (ijrrjournal.com)  49 

Volume 11; Issue: 4; April 2024 

common news spreading, from a bit of oral 

conveyance to newspapers, wireless 

broadcasting, and TV broadcasting, blooms 

in different approaches and has many means 

[3] At present age, the news is reachable on 

the mobile end of individual, and 

convectional news circulation techniques 

have moderately uncommunicative from the 

public. Attribution provides news or stories 

trustworthiness, credibility, reliability, and 

perspective, productive application of 

attribution is a matter of ethics in journalism 

and good writing [4]. Attribution is a main 

component in the credibility of any story to 

reveal the origins of the facts within reach in 

an article using attribution or ascription, 

which is generally taken in paraphrasing 

forms as well as straight and non-straight 

quotes [5]. Employing an attribution is 

necessary for media writing, as it 

contributes to the establishment of an 

objective tone and gives dependability to an 

article [6]. Attribution describes how the 

writer reclaims the information and why a 

specific source was repeated or iterated.  

Most of the important facts should be 

ascribed, through phrases like “she said” or 

“according to a recent report.” The basis of 

attribution is to determine which medium 

and piece of information produced a 

significant impact on the conclusion to 

transform or consider the better next step 

[7]. Many common modes for attribution 

such as multi-touch attribution, lift studies, 

time decay, and so on are applied by 

marketers today. 

Accordingly, attribution of the source and 

mostly the use of straight quotations are 

critical to the journalists’ professional 

practice [8]. Editors give important value to 

the free verification and information 

corroboration from sources, with textbooks 

of journalism asserting that for a fact to be 

shown in print, it requires to be accepted by 

at least two dependable and independent 

sources [6]. While the reality may be 

somewhat different, there is however a 

strong commitment within journalism to the 

direct quotation principles and, on the part 

of editors, a reticence to publish stories 

where its sources seek anonymity [9]. 

The attribution of news sources is an 

important issue in the world of journalism 

as a continuous proliferation of online stores 

with little to no sourcing has allowed for 

gossip or rumours to gain wide circulation 

to the point of even obtaining the status of 

‘news [10]. This has in turn brought about a 

gradual decline in the viewer’s perspective 

of the importance of news sources to the 

veridical nature of online news [11]. There 

have been several approaches to data 

integration for news media sources, 

particularly in the areas of machine learning 

and deep learning. By chaining together 

different techniques in automated machine 

learning, text mining, and statistical 

analysis, one can to a certain extent 

determine who, where, and what is being 

reported on the news [12]. 

Nowadays, in the communication or 

broadcasting industries, attribution and 

translation are considered to be one of the 

key challenges from the advance of new 

media based on the Internet: credibility 

erosion [13]. Recent media and the digital 

environment have changed how news is 

provided, disseminated and accessed. One 

of the main challenges faced by the media 

industry today is the problem of credibility 

due to issues associated with the attribution 

of news sources. Through the digital 

environment, members of the public can 

produce, distribute, and access news content 

that contains media from numerous sources 

such as online communities or even 

people’s cell phones  [14]. Navigating 

through the numerous media formats 

originating from not just traditional sources 

but also from the ever-increasing internet 

population scattered across the web can 

serve as a barrier to those seeking a more 

detailed understanding of the data, 

especially in cases where the data are 

connected in such a way that they become 

evident only when analyzed together [15]. 

Current multimedia applications are full-

motion videoconferencing, sophisticated 

imaging, electronic books and newspapers, 
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electronic classroom presentation 

technologies, and graphics design tools. 

The remaining aspect of the paper is 

arranged as follows: section 2 mentions the 

review of literature on techniques of data 

mining, machine learning techniques and 

multimedia data approach, section 3 

presents related work, section 4 discusses 

state of art and challenges associated with 

multimedia data and finally, section 5 

represents conclusion. 

 

2. LITERATURE REVIEW  

2.1 Data Mining 

Data mining involves the method of 

selecting knowledge from large data [16]. In 

other words, big data is an approach to 

identifying relevant patterns in huge and 

complex datasets. Several definitions like 

information mining from data, information 

harvesting, information analysis, and data 

dredging, possess synonyms that are the 

same or little distinct from data mining. 

Knowledge Discovery from Data also 

referred to as KDD, is another generally 

employed phrase that data mining uses. 

Some researchers see data mining as just a 

crucial phase in knowledge discovery when 

intelligent techniques are applied to obtain 

patterns in data. This technique is an 

important stage of knowledge discovery in a 

database that is used for selecting patterns 

from data [17]. The patterns that can be 

identified are determined by the tasks of 

data mining used through the statistics 

intersection, machine learning, and 

databases [18]. The predominant techniques 

of data mining include regression, 

classification, association rule learning, and 

clustering [19]. Data mining has been 

usually applied to well-structured data, 

using the explosion of multimedia data 

videos, audio, images and web pages, many 

studies have felt the necessity of data 

mining to solve the problem of unstructured 

data [20]. 

 

2.2 Techniques of Data Mining 

These techniques are employed for data 

sorting to find patterns (knowledge 

discovery). The techniques include 

classification, prediction,  association, 

clustering, and so on [21]. 

 

2.2.1 Classification 

Classification categorizes a specific group 

of items into targeted classes [22]. The main 

goal of classification is to accurately predict 

the nature of items or data based on the 

obtainable classes of items [23]. The 

classification technique is an important 

analytical mechanism in the prediction of 

diverse levels of accuracy [24]. Multimedia 

data belong to different classes of domains 

such as Entertainment, Sports, News and 

Music [25]. Automatic classification of 

multimedia data without knowing is 

required. For example, a classification 

model could be used to identify loan 

applicants as having low, medium, or high 

credit risks. The algorithms for  

classification include Naïve Bayesian, 

Support Vector Machine, Neural Network, 

Decision Tree, and K-Nearest Neighbour 

[26] 

 

2.2.2 Association Rule Learning (ARL) 

This is an approach in machine learning for 

discovering interesting relations between 

varieties in huge datasets [27]. It is used to 

know the rules that are discovered in 

databases. ARL finds a relationship that 

exists between variables or looks for 

patterns based on the connection of a 

particular event to other events [28]. ARL 

can be used in several domains (large 

databases of one thousand to one million 

datasets as well as small datasets) to find 

associations, and frequent patterns from the 

sets of objects in datasets [29]. It is a 

commonly used method for heart disease 

prediction as it produces the correlation of 

different features for examination and 

categorizing outpatients with all risk factors 

needed for prediction [30].  

 

2.2.3 Clustering 

This is a method in which a given data set is 

divided into collections called clusters in 

such a way that similar data points are 
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collected in a single cluster [31]. Clustering 

plays an essential part in data mining due to 

the large number of data sets. These 

techniques are used to analyze data objects 

without knowing their class labels (position 

elements of data into related groups without 

advanced knowledge of the group 

definitions) [32]. In clustering, a set of data 

is categorized based on a certain condition 

such as the similarity among objects. 

Individual data in a cluster is correlated with 

other data in the same cluster (homogeneous 

data) [33]. Segmentation of the market or 

identifying common characteristics for 

groups of people is an example of an 

application where clustering. The 

commonly employed techniques of 

clustering include density-based spatial 

clustering, k-means clustering, mean-shift 

clustering, and expectation maximization 

(EM) clustering. 

 

2.2.4 Data Visualization  

Visualization of data involves the 

transformation of information into a visual 

context, such as a graph or map, to make 

data easier for humans to comprehend and 

deduce information from [34]. Employing 

visual elements such as charts, graphs, and 

maps enables explicit analysis of 

experimental results in any study. Tools of 

data visualization provide an available 

approach to identifying and understanding 

outliers, trends, and patterns in data. One of 

the stages of data science is data 

visualization, bioinformatics and data 

mining that states once data has been 

acquired, processed and modelled, it needs 

to be visualised for deductions to be made 

[35]. The graphical representation of data in 

visual form is also an element of the 

extensive data presentation architecture 

(DPA) field, which aims to find, 

manipulate, format and convey data in the 

most well-organised method possible. 

Visualisation of data helps researchers see, 

interact with, and better understand data. 

Whether complex or simple, the right 

visualization can bring everyone on the 

same page irrespective of their level of 

expertise. 

 

2.2. Multidata Integration Techniques 

Data integration involves the data 

combination from many origins into a sole 

and integrated pattern [36]. This includes 

cleaning and converting the data, as well as 

resolving any irregularities or conflicts that 

may exist between the different sources 

[37]. The objective of data integration is to 

make the data more useful and meaningful 

for analysis and decision-making [38]. 

Techniques used in data integration include 

data warehousing, ETL (extract, transform, 

load) processes, and data federation [39]. 

These techniques, still widely used today 

are often referred to as the traditional 

approaches to data integration and serve as 

core components of important data 

management projects such as building data 

warehouses and synchronizing data between 

applications [40]. The various scenarios of 

data integration across these numerous 

projects enable them to be mapped into 

three fundamental approaches namely 

consolidation, propagation and federation 

[41]. Data consolidation involves a 

wholesale transfer of data from one or more 

systems to another and is usually applied in 

business intelligence for centralizing data 

from multiple systems into a single data 

warehouse. Data propagation involves a 

continuous process of transferring data in 

which an automated program or database 

tool copies the data from one system to 

another [42]. It is the simplest approach to 

implement for repetitive data integration 

thus making it the most popular approach. 

Data federation is a method where data is 

centralized without it being physically 

consolidated first and is seen as an on-

demand data integration approach. Data 

access and integration are incorporated into 

the model which is then invoked whenever 

the data is requested by an application [43].  
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2.3 Machine Learning for Multimedia 

Data Processing 

Development of the corresponding smart 

and automated systems involves the 

application of the knowledge of artificial 

intelligence (AI), in which machine learning 

(ML) remains the main component [44]. 

Different machine learning algorithms such 

as supervised, unsupervised, semi-

supervised, and reinforcement learning exist 

[45]. In addition, deep learning is part of an 

expansive part of machine learning that can 

logically study huge data. Techniques of the 

ensemble are learning algorithms that 

design classifiers and use these classifiers 

for new data classification points 

established on a weighted vote of their 

predictions [46]. The method is broadly 

employed as it more than often outputs that 

outperforms any single classifier [47]. In the 

area of data integration, ensemble methods 

aggregate multiple models or data 

integration techniques to build more 

comprehensive predictive models [48].  

This strategy usually focuses on building 

uniformly integrated representations to 

reinforce the consensus among multiple data 

modalities [49]. Unlike traditional data 

integration techniques which suffer from 

drawbacks and limitations such as their 

limited modularity when sources of data are 

more as well as scalability to many datasets, 

ensemble methods on the other hand can 

obtain results comparable with these data 

integration techniques while also exploiting 

the modularity and scalability that 

characterize most of the ensemble 

algorithms[50]. Furthermore, whenever 

current data or updates of data are made 

available, ensemble machine learning 

methods can embed the new data sources or 

update the existing ones by training only the 

base learners devoted to this new data 

without having to retrain the entire 

ensemble model. Thus it can be said that 

ensemble methods scale well with the 

number of available data sources while 

avoiding problems associated with other 

data integration approaches [51]. 

 

2.4 Multimedia Data Process and 

Application in Deep Learning 

With deep learning's existence extensively 

applied in many research fields, it has been 

duly made known in the research and 

multimedia data processing technology and 

application [52]. First, the multimedia data 

flow processing, the development of 

multimedia data and the realization of 

multimedia data processing technology are 

clarified and analysed. With the 

development of high-throughput 

technologies, data is continuously 

accumulated at an astonishing rate. This 

large amount of data generated from 

multiple samples cannot be easily integrated 

with the standard data integration 

techniques. The use of deep learning 

techniques is therefore crucial for extracting 

valuable knowledge from the data [53]. The 

use of deep learning techniques in data 

integration has allowed for the 

establishment of numerous results in 

existing problems such as information 

extraction, data cleaning, entity matching, 

etc. This is due to their capacity for learning 

and deriving inferences from given samples, 

thus making them best suited for data 

integration challenges where rules are 

difficult or impossible to specify. Another 

advantage of the use of deep learning 

techniques in data integration is their 

robustness to data imperfections like 

occurring in multiple data formats or having 

multiple values [8]. Overall, the numerous 

capabilities of deep learning models enable 

them to effectively integrate complex data 

sources while providing all sorts of benefits 

from techniques such as automated feature 

extraction, multi-modal fusion, transfer 

learning, etc., further allowing for improved 

integration accuracy and performance. 

 

2.5 Probabilistic Modelling for 

Multimedia Data 

Probabilistic modelling is a method that 

statistically uses the effect of random 

incidences or activities in predicting the 

chance of future results [54]. These models 

are machine learning techniques purposely 
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for predictions based on the important 

principles of statistics and probability. The 

models identify undefined relationships 

between variables in a data-driven manner 

while capturing the underlying trends or 

patterns in data [55]. Probabilistic modelling 

thus provides a framework for quantifying 

and representing the uncertainty associated 

with combining data from multiple sources. 

By modelling the connections between 

different variables, the combination of 

heterogeneous data types from several 

sources can be achieved while considering 

the uncertainty in the combination process. 

 

2.6 Related Work 

Research overview on multimedia mining 

[56]. Fundamental concepts of multimedia 

mining and its relevant features were 

mentioned. The mining of multimedia 

architectures for data is structured and 

unstructured, research problems in 

multimedia mining, models of data mining 

applied in multimedia mining, and 

applications were discussed. It allows 

researchers to obtain information about how 

to do their work in the multimedia mining 

field. Lima Jr and Walter [2] discussed the 

tasks of demonstration for a formalist 

computational procedure,  the knowledge 

that the journalists employ to articulate the 

values of news to select and impose a 

hierarchy on news. The discussion on how 

to get bridges to follow the knowledge 

gathered in an empirical pattern with the 

computational science bases, in the area of 

storage, recovery, and linked to data in a 

database was considered, which reveals the 

method human brains handle the facts 

gathered by sensorial system. Automating or 

systemizing sections of the journalistic 

process in a database gives a chance to 

remove distortions or errors and use 

effective data mining techniques or texts 

which by definition enable the detection of 

non-trivial relations. 

A text classification was applied for text 

classification using words, phrases, or 

combining words to form predefined class 

labels [57]. News data were categorised into 

four predefined classes namely Business, 

Entertainment, Sports, and Technology. The 

simulation of text classification was 

performed using WEKA an open-source 

data mining tool with different classification 

algorithms applied to the News dataset. A 

comparative analysis of the algorithms was 

conducted based on accuracy, time taken, 

errors, and ROC Curve to predict the best 

algorithm for news dataset classification. 

Results for evaluation metrics showed that 

the naïve-bayes multinomial algorithm is 

best for news classification. Algur, 

Basavaraj, Goudannavar and Bhat [25] 

presented two techniques for the 

classification of web multimedia data via 

web multimedia data classification using 

dimension reduction techniques and 

multimedia data classification without 

reducing the dimensions. The reduction of 

the dimension of the web multimedia 

metadata was achieved with the Principal 

Component Analysis (PCA) technique. The 

proposed PCA method considered the 

orthogonal transformation of multimedia 

metadata values, covariance matrix 

construction, and eigenvalues computation 

to decrease the dimensions. The reduced 

and non-reduced multimedia data were 

classified separately using DT and KNN 

classifiers. The classification outputs of 

reduced and non-reduced dimensions of 

multimedia data were comparatively 

analysed. 

Strategy for data news dissemination in 

decision-making applying the new media 

platforms of the big data era [58]. The study 

presented China data journalism by 

analysing challenges in data journalism and 

the trend of development in the future. The 

study combined data and news to discover 

the status quo and dig out the present 

problems. The status of work, approaches 

and theoretical basis for propagation of data 

journalism’s path were also considered. 

Lasswell’s 5W model, a new model was 

employed to analyse data news from five 

aspects; disseminator, disseminating 

channel, dissemination content, audience 

and effect of dissemination. It was 
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concluded based on searching, content 

analysis and data mining, an indicator 

system was built for the current 

dissemination of media’s news effect 

evaluation, and the Delphi approach was 

employed to assign weights to many 

indicators and make decisions based on 

them. By analysis, the study identified the 

challenges in the method for the 

combination of data journalism and current 

media platforms and proffered solutions for 

the strategy of future communication in data 

journalism. 

Bhatt and Kankanhalli [59] came up with a 

review of the hitches and resolutions in 

multimedia data mining, approaches from 

the different aspects: feature transformation, 

extraction and representation techniques,  

and current multimedia data mining in many 

application areas. The major areas of feature 

extraction, transformation, and 

representation techniques were discussed. 

The areas are feature extraction level, a 

fusion of features, synchronization of 

features, feature correlation discovery and 

accurate multimedia data representation. 

The MDM techniques comparison with 

video processing, audio processing and 

image processing techniques was provided. 

Similarly, the comparison of MDM 

techniques with data mining techniques 

involving clustering, classification, 

sequence pattern mining, association rule 

mining and visualization. A review of 

current multimedia data mining in detail,   

classifying them based on the formulations 

of problems and approaches was conducted. 

Veglis et al [60] attempted to highlight the 

significance of the utilization of big data in 

the media industry. The circumstances of 

exploitation for big data such as 

consumption of media content and 

management, production of data journalism, 

utilization of social content and applications 

of participatory journalism were explained. 

It was observed that big data had established 

changes in all stages of the journalism 

practice from the production of news to the 

distribution of news by making use of the 

available instruments. The new 

developments that are associated with 

semantic web (Web 3.0) technologies, 

which have already started to be adopted by 

media organisations around the world were 

discussed. Shao [61] applied LDA and 

ARIMA models to compute and analyze the 

popularity measurement and trend analysis 

of new media reports under the big data 

mining background. The model designed 

showed that the missed detection rate was 

reduced by 75.4%. Experiment analysis 

revealed that the accuracy of heat topic 

detection of the model designed can attain 

84.6%. In trend analysis, the first stage of 

transmission is referred to as the incubation 

era, then after a certain critical point, it will 

come to the outbreak era. The outbreak era 

lasted for an era of time, entered an era of 

plateau and lastly came to a subsidence era. 

 

4.0 CHALLENGES ASSOCIATED 

WITH MULTIMEDIA DATA FOR 

NEWS ATTRIBUTION 

Developments of multimedia data 

acquisition and tools for storage have 

resulted in the advance of huge multimedia 

datasets [59]. The study of large amounts of 

multimedia data such as news data to find 

useful knowledge is a perplexing task. This 

challenge has revealed the opportunity for 

research in Multimedia Data Mining 

(MDM). Multimedia data mining can be 

defined as the process of finding interesting 

patterns from media data such as audio, 

video, image, and text that are not ordinarily 

accessible by basic queries and associated 

results. With the large amount of structured 

and unstructured data constantly generated 

on the internet, data integration becomes a 

challenging process, particularly in areas 

such as storage, security, management, 

maintenance and privacy. Integrating large 

amounts of data becomes a tedious process 

due to the differences in data formats, 

structures, schema and features [62]. The 

disparity of the data is one of the main 

challenges faced when adopting traditional 

approaches to data integration. Integrating 

heterogeneous data is highly difficult as it 

occurs in various formats such as XML or 
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JSON, and is spread across various data 

storage infrastructures like databases and 

cloud storage. This can further lead to 

system interoperability as a result of 

compatibility issues arising from differences 

in systems or platforms used [63]. Another 

challenge faced when integrating data from 

multiple sources is the problem of 

scalability. Scalability issues tend to crop up 

whenever new data from multiple resources 

is integrated with data from legacy systems, 

leading such systems to pass through 

numerous modifications and updates to 

meet the requirements of the new 

technologies it is to be integrated with [64]. 

The quality of data is another issue to be 

considered as integrating data from various 

sources with various data formats and 

various entry methods can lead to 

inconsistencies and data quality issues. Data 

integration thus requires an understanding 

of the origin of the data as well as the 

characteristics and intended use of the data. 

This process can be tedious as different 

statistics and algorithms are required 

depending on the type of data involved [65]. 

All in all, several challenges are often faced 

with the use of traditional approaches to 

data integration. However, advances in data 

integration techniques such as deep 

learning, and ensemble methods have 

provided means to address these challenges 

while improving the effectiveness of these 

data integration approaches. 

 

4.1 Summary and Discussion 

Exploration of more innovative data 

methods in the areas of artificial 

intelligence, real-time data integration, 

diversification, large data platforms, and 

data security are of necessity in news source 

attribution. Applications such as natural 

language processing and network analysis 

could also be considered in data integration 

research in the area of news source 

attribution. Additionally, ethical 

considerations and data privacy issues 

should be addressed in the domain of news 

source attribution. As news source 

attribution requires the journalist to be 

specific, attributing news sources will 

usually require as much information about 

the source as possible even in cases where 

such sources are confidential. News media 

research groups should put careful 

consideration to respecting privacy rights 

while implementing ethical guidelines to 

maintain public trust and ensure integrity. 

For example, journalists should ensure 

transparency with the sources they provide, 

ensuring the reliability and truthfulness of 

the information. It is also of utmost 

importance to ensure the privacy and 

protection of the sources being attributed 

and guidelines should be established to 

safeguard their identities. In the case of 

online sources, the authenticity of these 

sources should be verified to avoid 

misinformation. Also, the provision of more 

engaging and comprehensive ways to 

convey information, making news stories 

more accessible and compelling to diverse 

audiences should be available to people. All 

these principles should be observed during 

news source attribution to provide accurate 

and reliable information in the news while 

upholding ethical standards. 

 

5.0 CONCLUSION  

Multimedia data involves the combination 

of video podcasts, audio slideshows, texts 

and animated videos. A presentation of 

multimedia is a coordinated and, 

conceivably, interactive delivery of 

multimedia data to users. Multimedia allows 

journalists to present a richer context, 

capture attention, and offer a more 

immersive experience for readers or 

viewers. This paper presents a review of 

multimedia data processes applying 

techniques of data mining, as well as some 

more advanced data mining approaches 

which prove enhancement on the existing 

traditional approaches in news ascription or 

credit.  Also, challenges encountered by 

news attribution for multimedia data were 

briefly mentioned. 
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